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1. Introduction 

Digital Twin [IOWN-GF-DTC] conceptualizes the approach to re-create in the digital world a 

replica of an asset in the real world for easing the management of such real asset. The Digital 

Twin encompasses multiple and heterogeneous technologies that spans the data management, the 

data computation, analytics and visualization. Further, a real asset can be relevant for different 

stakeholders each holding a view of it. Therefore, sharing information of the Digital Twin among 

stakeholders is necessary. A Data Space [IOWN-GF-Vision-2030] allows the connection of 

multiple data sources and providers regardless of the level of integration towards a data 

economy. Data Space technologies are fundamental to facilitate Digital Twin implementation 

especially in complex use cases. The realization of Digital Twin that is highly accurate to its 

related real asset requires large number of resources in terms of data storage, computing powers, 

and communication. IOWN infrastructure offers such capabilities through the exploitation of all-

photonic network communication that boosts the data transmission while significantly reducing 

latency and energy consumption [IOWN-GF-Vision-2030]. 

For this purpose, this document specifies a Functional Architecture of the Data Space for Digital 

Twin applications (DSDT FA) layer to enable and facilitate the realization of applications using 

Digital Twin technologies in a Data Space [IOWN-GF-Vision-2030] setting and leveraging the 

IOWN infrastructure capabilities. 

1.1 Scope 

This document defines the functional architecture of the Data Space for Digital Twin 

applications (DSDT) layer at the top of the IOWN technical infrastructure. DSDT encompasses 

functional blocks that enable the implementation of the digital twin applications allowing and 

easing the exploitation of the IOWN technical infrastructure. The functions span the data 

management and integration for the Digital Twin, the support for the data analytics to model the 

real asset behaviour in the digital world, and the interaction with user through manipulation of 

the Digital Twin. 

1.2 How to read this document 

The DSDT FA in this document presents logical functions. These functions have very specific 

and scoped functionalities and interact with other functions to build up the management of 

Digital Twins. Different concrete implementation of the DSDT might combine different set of 

the DSDT FA functions for different purpose. 

The structure of this document offers different perspectives to the reader: 

• Digital Twin concept: Section 2 presents the Digital Twin concept consistent with the 

DSDT FA and with IOWN user case documents [IOWN-GF-DTF-AR; IOWN-GF-DTF-

NDT]. 

• Digital Twin requirements: Section 3 presents the requirements identified for IOWN use 

cases and to be addressed. 
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• Digital Twin functional architecture: Section 4 presents the functional architecture of 

DSDT FA from an overview perspective explaining the functions blocks till detailed 

explanation of every function 

• IOWN infrastructure manager: Section 5 presents the functions that DSDT exploits from 

other IOWN technologies 

• Interaction with external system and users: Section 6 summarizes the interfaces used by 

external systems to interact with the DSDT such as inputting data sources, interact with 

the Digital Twin for application or visualization, develop the Digital Twin by inputting 

components (such as operators), and actuate decisions on real assets. 
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2. Concept 

The Digital Twin has not a unique definition and it is described and adapted in different contexts. 

The general concept of the Digital Twin taken into consideration in this document follows the 

one described in the IOWN Network Digital Twin use case document [IOWN-GF-NDT] and 

IOWN Digital Twin Framework Analysis Report [IOWN-GF-DTF-AR]: a Digital Twin is a 

digital representation of a real asset and it reflects the status of the real asset at a certain fidelity 

(depending on the application use case) by integrating static, semi-static, real-time data, and 

analytics functions that augment the raw data with inference and reasoning. In addition, the 

Digital Twin encompasses capabilities that allows to replicate, simulate and analyse behaviour in 

the digital world without interfering with the real asset. Further, some capabilities allow to take 

decision to be actuate on the real asset to achieve a target state. 

 

Figure 1 Digital Twin concept 

Figure 1 depicts the concept of the Digital Twin with its different components. Heterogeneous 

data sources are combined converging in a single representation of the real asset (or part of it). 

The data is combined in a digital model that is an overlay data structure that links together all the 

available data. Data sources are, but not limited to: 

• Static and semi-static data such a real asset description and specifications. 

• Monitored status of the real asset such as through an IoT deployment or other real-time 

data. 

• Information about the environment of the digital twin such as spatial information or 

weather forecasts. 

• Other digital twins of heterogeneous types. 
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The data is, then, processed by analytics for augmenting the combined data and recreate the 

behaviour of the real asset. Also, the analytics are integrated and linked in the digital model, 

thus, the Digital Twin is composed by both the data and the analytics functions that recreate its 

state and behaviour. 

ETSI ISG CIM [ETSI CIM017] defines different analytics capabilities for the Digital Twin such 

as follows: 

• Descriptive Twin represents the status of the digital twin including observations and 

inferred insights not directly observed through monitoring (e.g., anomaly detection or 

pattern recognition) from different stakeholders and administrative domains 

• Predictive Twin that predicts future status of the real asset given the current status and the 

past recorded behaviours (e.g., foreseen misbehaviour) 

• Prospective Twin to simulate hypothetical (“what-if”) scenarios given the current 

understanding of the real asset comprising of the descriptive (monitoring and insight 

inference) and predictive modules. 

• Prescriptive Twin that includes functions to decide upon actions aiming at controlling the 

real asset to follow a target state. 

• Diagnosis Twin that allows to understand the causes of a detected situation of the real 

asset. 

The mentioned analytics are leveraging on a holistic approach for better performance in the 

results. 

The data and the analytics of the Digital Twin are distributed among different stakeholders in a 

data space. Each stakeholder might own and manage a different view of the same digital twin 

that is combined in the data space respecting the collaboration agreements between the 

stakeholders. Functions to negotiate and instantiate agreements between parties are outside the 

scope of the IOWN DSDT function architecture and supposed to be provided by other 

technologies. 
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3. Background and Rationale 

The IOWN Vision 2030 [IOWN-GF-Vision-2030] document introduces the Data Space vision 

where “data is collected from different data sources coming from very different domains”. In 

addition, the data space requires Data Sovereignty that “aims at addressing the concerns coming 

from companies on the impossibility to share their data with other companies, because there is a 

risk that important data and business secrets could be exposed”. 

Digital Twin Framework analysis report [IOWN-GF-DTF-AR] studied IOWN-enabled use cases 

that embodies the IOWN Vision 2030. The analysis results with identification of requirements 

and gaps for their realization. The results of the DTF analysis report identifies the following 

requirements: 

• DTF-Req-1: The IOWN GF infrastructure, including APN and DCI, is required to be 

flexible to accommodate various types of use cases that have critical differences of static 

and dynamic composition of digital twins. 

• DTF-Req-2: The DTF needs to find a way to define static and dynamic composition of 

digital twins based on use case scenarios and preconditions to identify concrete 

requirements for the IOWN GF infrastructures. 

• DTF-Req-3: The IOWN GF infrastructure needs to provide a platform to manage data 

flows of digital twins between different stakeholders. This requires access right 

management between stakeholders in terms of confidentiality, privacy, and efficiency of 

data exchange. 

• DTF-Req-4: The IOWN GF needs to provide a mechanism to manage confidentiality 

and privacy of different parts of one digital twin. This could be a guideline for 

structure of a digital twin with explicit indication of confidentiality and could need to 

collaborate with other SDOs. 

• DTF-Req-5: The IOWN GF needs to identify an interoperability mechanism to interact 

different types of digital twins. This could require collaboration with other SDOs. 

• DTF-Req-6: The IOWN GF needs to provide a data usage control system to control 

how the data is used after it is accessed by a data consumer. 

The DSDT functional architecture aims at covering these gaps by facilitating the development of 

Digital Twin applications through a Data Space powered by IOWN infrastructure. 
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4. Functional Architecture 

The Data Space for Digital Twin applications (DSDT) layer addresses requirements identified in 

section 3 [IOWN-GF-DTF]. The functional architecture of the DSDT comprises several 

functions to enable the implementation of Digital Twin applications through the Data Space 

leveraging the technologies from IOWN. The figure below maps the identified functions in the 

Digital Twin concept presented in Section 2. 

 

Figure 2 Digital Twin concept and identified functions 

The Digital Twin at the centre of the above image is not a single entity in a single server, but is a 

concept shared among multiple data and processing nodes in multiple forms (heterogeneous data 

sources and heterogeneous analytics). The functions are intended to manage the Digital Twin for 

different purpose such as data integration and handling, analysis and augmentation, and 

interaction with the user. The following sections are explaining these functions and their 

interactions in more details. 

4.1 Overview 

The Figure below shows the overview of the Data Space for Digital Twin applications (DSDT) 

layer. The DSDT layer facilitates the implementation and execution of Digital Twin application 

in a Data Space environment where multiple stakeholders collaborate into a federation. 
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Figure 3 Data Space for Digital Twin applications (DSDT) functional architecture overview. 

The functional overview for enabling the DSDT can be grouped in the following: 

• Digital Twin data handling targets information sharing and interaction among 

heterogeneous stakeholders, each of them managing a different version of the same 

digital twin or other digital twins. 

• Digital Twin analytics comprises functions to handles data analytics services in the data 

space across multiple stakeholders and in distributed and disaggregated processing nodes. 

• Digital Twin manipulation comprises functions that enables the user to interact with the 

Digital Twin. Simulation and visualization offer opportunity to the users to have 

immediate view of the digital twin, manipulate it and see the effects, thus actuating the 

real-world assets. 

In addition, the Digital Twin will use additional functions offered by other components of the 

IOWN GF technology infrastructure, such as: 

• Security that enables the interaction in the data space of multiple stakeholders seamlessly 

addressing the security threats. 

• Data Storage handles different heterogeneous parts of the digital twin data. This part is 

provided by IOWN Data Hub (IDH) [IOWN-GF-IDH]. 

• Processing capabilities permits the data analytics to be executed. This part is provided by 

IOWN Data-Centric Infrastructure (DCI) [IOWN-GF-DCI] and by the Privacy-

Enhancing computing Technologies (PET). 

This usage of these additional functionalities is described in section 5. 
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4.2 Functions 

4.2.1 Digital Twin data handling functions 

Digital Twin data handling functions enable communication and synchronization within digital 

twin systems. Initially, communication occurs between physical entities and their digital 

representations, as well as between different digital twins. This communication transitions from 

synchronizing individual objects to sharing information among groups of objects with complex 

interactions, spanning multiple segments or domains. Synchronization plays a crucial role in 

ensuring that data and actions are aligned in real-time across these interconnected systems, 

allowing for accurate and cohesive operations. For instance, urban digital twins enable cities to 

collect data through IoT sensors for decision-making and problem-solving in areas like urban 

planning, environmental management, and energy control. The functions that handle the data of 

Digital Twin consists of: Registry, Federation, Translation, Brokering, Synchronization and 

Digital Twin Linking. 

• The Registry registers and discovers digital twin components based on their feature 

information. 

• The Federation configures and manages a federation of digital twins that updates a 

shared virtual model while maintaining the privacy data generated by physical objects 

and autonomy processes in individual digital twins. 

• The Brokering identifies and authenticates the digital twin, relays data transmission and 

reception, and performs data filtering, real-time delivery, and guaranteed delivery. 

• The Synchronization synchronizes many-to-many interactions between physical space 

entities and cyberspace models between digital twins. 

• The Translation facilitates formal and semantic transformation of communications 

between digital twins in different domains. 

• The Actuation function ensures synchronization between a digital twin and its real-world 

asset by enforcing changes within the asset's capabilities, managing latency during 

transitions, and handling conflicts in the actuation process. 

Registry 

This function is to register and to discover DT components based on their feature information, 

such as metadata, schema, parameters, and descriptions. Key requirements for this system 

include the comprehensive management of access to DT components, which encompasses 

things, assets, objects, contents, data, analysis models, and functions. This function supports the 

seamless registration of new DT components, allowing them to be easily added to the system. 

Effective discovery mechanisms based on detailed feature information are also crucial, enabling 

users to quickly find and utilize the appropriate DT components for their specific needs. 
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Figure 4 Function elements of the registry function 

The figure above shows the Function Elements (FEs) of registry function including Registration 

FE, Component FE and Discover FE. Component FE is for DT to manage components belonging 

to the digital twin owner including data objects, analysis objects and simulation objects. The 

registration function element provides function for developer to register a new component, 

update a registered component, and remove registered a component of the digital twin. The 

discovery function element enables other digital twins to locate components registered in the 

catalogue and request access to the functions provided by those components. 

 

Figure 5 Workflow for the registration of Digital Twin components 

The figure above shows the registration workflow of this function. When registering for a digital 

twin component, for example an analysis model, Component FE describes the component 

including model metadata and description. Component FE then requests Registration FE to 

register the DT component in the registry catalogue. After registering, other digital twins and 

applications can discover and leverage this model. 

Federation 

Configuring and managing a federation of digital twins involves creating a system where 

individual digital twins contribute to shared virtual models while maintaining the privacy of data 

generated by physical objects and preserving autonomy across multiple digital twins. The 

requirements for such a federation include the configuration and management of federation tasks, 
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ensuring that each digital twin can participate effectively. This involves the distribution, 

execution, aggregation, and optimization of common models to provide accurate and 

comprehensive virtual representations. Federation across digital twin includes Federated 

Learning (FL), Federated Data Mining (FDM), Federated Database (FDB) and Federated 

Simulation (FSM). 

 

Figure 6 Function elements of the federation function. 

The figure above shows typical function elements of federation including Aggregator FE and 

Party FE. Aggregator FE may aggregate models in FL, aggregate insights in FDM, integrate 

multiple autonomous databases in FDB and coordinates multiple simulation objects of digital 

twin. 

 

Figure 7 Federated Database (FDB) workflow 

The figure above shows workflow of FDB, which is highly applicable in Data Spaces for Digital 

Twin for integration of multiple autonomous digital twin data source. It includes Digital Twin 

data source connection with real-time data providers; DB query for dynamically access the 

relevant data from each source; and Real-time Processing and Aggregation via Federated Query 

that processes, aggregates and combines the results from different sources to provide a 

comprehensive output. 
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Translation 

Translation in the context of digital twins involves facilitating the syntactic and semantic 

transformation of data inside a digital twin data space across different domains. Key 

requirements for effective translation include the conversion of data formats and units/scales to 

ensure consistency and compatibility. Schema matching is essential to align different data 

structures, enabling seamless data exchange. Ontology inference helps to establish common 

understanding by interpreting and mapping domain-specific terminologies. Machine learning 

translation further enhances this process by leveraging machine learning model to improve 

accuracy and efficiency in transforming data between digital twins, thus ensuring smooth 

interoperability across diverse digital twin data spaces. 

 

Figure 8 Translation between two digital twins. 

The figure above shows data translation between two digital twins. Usually, abstract translator is 

pre-defined, which can be either heuristic converter, schema matching, ontology inference and 

machine learning translation. 

 

Figure 9 Translation function workflow. 

The figure above illustrates a potential workflow for this function. For example, when translating 

data from an environmental sensor mounted on a vehicle (in-vehicle sensors) into the format 

used by environmental observation stations, data models define a converter that transforms the 

source data (formatted for in-vehicle sensors) into the target data format (used by environmental 

observation station sensors). This converter is embedded within the abstract translator. As data is 

streamed to the digital twin, it is automatically translated by the converter. 

Brokering 

The brokering function identifies and authenticates digital twins, relays information transmission 

and reception, and performs data filtering, real-time delivery, and guaranteed delivery is crucial 

for seamless digital twin operations. The requirements for such a system include the efficient 
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transmission of data streams and commands, ensuring that information flows smoothly between 

digital twins. Routing and filtering based on application context are essential to direct the correct 

information to the appropriate digital twins, enhancing the relevance and accuracy of the 

communication. Real-time delivery is vital for time-sensitive applications, while guaranteed 

delivery ensures that critical data is always received. Additionally, the brokering must support 

internet-scale scalability to handle many digital twins and the vast amounts of data in digital twin 

data spaces, ensuring robust performance across global networks. 

 

Figure 10 Function elements of the brokering function. 

The figure above shows the function elements of brokering including Publisher FE, Broker FE 

and Subscriber FE. Conventionally, broker is backend system that coordinate data transmission 

between digital twins. In addition, a Broker can be a context broker (e.g. IDH Context Broker 

[IOWN-GF-IDH]) which manages subscriptions, filter context information and notify the 

subscriber (or consumers) when information is updated. 

 

Figure 11 Workflow of the broker function. 

The figure above illustrates the workflow of the context broker function. For example, Smart 

Driving Digital Twins can subscribe to receive emission restriction plans for specific area. When 

the Emission Simulation Object of a Smart Environment Digital Twin updates or publishes a 

new emission restriction plan, the context broker updates the relevant context entities (such as 

the areas with emission restrictions) and notifies subscribed Smart Driving Digital Twins 

accordingly. 

Synchronization 

Synchronization of multiple interactions with physical entities between digital twins is vital for 

maintaining consistency and coherence in a digital twin ecosystem. The requirements for this 

synchronization include the precise identification of physical entities, ensuring that the same 
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physical object referred to by cyber objects in different digital twins is correctly recognized. This 

involves establishing a reliable method for identifying and linking these entities across various 

digital twins. Additionally, the system must coordinate status updates (input/output) of cyber 

objects in different digital twins that refer to the same physical entity. This includes detecting 

and resolving conflicts that may arise from updates, such as changes in object locations, status or 

ids, ensuring that all digital twins maintain a consistent and accurate representation of the 

physical entity. 

 

Figure 12 Elements of the Synchronization function 

The figure above shows function elements of Synchronization including Thing-Object Mapper 

and I/O Coordinator. Thing-Object Mapper identifies the same physical entity but refer to 

different cyber objects in different digital twins. I/O Coordinator will control updating thing 

description (information of cyber objects) from physical entities, requesting synchronization 

between digital twins. 

 

Figure 13 Synchronization function workflow. 

The figure above illustrates a possible workflow for this function. The Smart Driving Digital 

Twin and the Smart Transportation Digital Twin establish synchronization for the physical 

vehicle's position. When the vehicle (a physical entity) changes its position, the Thing 

Descriptions in both digital twins are updated through the I/O Coordinator. If there are 

differences in the Thing Descriptions between the two digital twins, the I/O Coordinator requests 

the Thing-Object Mapper to synchronize and resolve these discrepancies. 
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Actuation 

The actuation function is in charge to reflect the status of the digital twin into the real asset. 

Although there might be multiple digital twin replicas of the same asset in the digital world, 

there might be one digital twin replica that is synchronized with the real asset: a change in the 

real world is a change in the digital twin replica and a change in the digital twin replica is forced 

into the real asset. Not every parameter changes of the digital twin can be enforced into the real 

asset because that depends on the capabilities of actuating such change. The capability of 

actuating a parameter needs to be registered into the Registry function before an actuation can 

take place. In the real world an actuation cannot happen in time null, therefore there will be a 

time window where there is mismatch between the digital twin parameter value and the real asset 

value. The Actuation function is in charge of keeping this transition status within the required 

latency and to keep the transition status up to date in the digital twin. Further the Actuation will 

be in charge of cope with conflicts of actuation processes. 

 

Figure 14 Actuation function overview. 

An example workflow is as follow: 

1. An actuation capability is registered through the Registry function. The actuation 

capability is attached to one or more parameters of the Digital Twin. The actuation 

capability reports the interface to interact with the device and other important information 

such as possible conflicting actions or impossible parameter values (e.g., out or range or 

conflicting with other parameters). 

2. A digital twin parameter linked to an actuation capability changes and the Brokering 

function notifies the Actuation function. 

3. The Actuation function discovers the actuation capability linked to the parameter changes 

and is instructed on how to actuate the Digital Twin parameter change. 

4. In case of conflict with ongoing actuation procedures, the Actuation function puts the 

current actuation in the queue and marks such on-hold status as metadata of the changed 

parameter in the broker. In case the changed parameter is an unactuable value the 

Actuation function marks such value through the Brokering function. 

5. When the actuation process starts, the Actuation function calls the device actuation 

capability as discovered into the Registry function and keeps monitoring the actuation 

(either through the DT-act-device or through related data coming from the Brokering 

function). The actuation status is constantly updated into the digital twin instance. 

6. When the actuation procedure terminates (either with a success or failure) the Actuation 

function reports it into the digital twin instance. 
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4.2.2 Data Analytics 

This group of functions facilitates the handling of data analytics functions in complex system 

with multiple processing nodes (i.e. Analytics Orchestration function) and in the data space with 

multiple stakeholders (i.e. Cross-Domain Analytics function). Further, this group also includes 

functions to improve the Digital Twin analytics (i.e., Probabilistic Digital Twin function). 

Analytics Orchestration 

This functional block targets to minimize the effort from digital twin developers and application 

developers. The Analytics Orchestration function exposes a digital twin data programming 

model to a digital twin developer that offer an object-oriented specification of the Digital Twin 

analytics. While the user needs only to specify input and output types of the analytics function 

and how the analytics functions are plumbed in a high-level topology for incremental analytics, 

the Analytics Orchestration will automatically compute the actual number of instances and it will 

handle the lifecycle of the analytics process (from data gathering till process execution). 

 

Figure 15 Digital Twin orchestration function operations. 

Terminology: 

• Digital Twin operator: is a processing function that analyses data related to a digital twin 

instance and output new information related to the same digital twin instance. Such 

operator is register in the Registry function as element of a Digital Twin. 
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• Digital Twin class refers to a group of digital twins with common set of properties and 

behaviours. 

o E.g.: In NGSI-LD [ETSI-GS-CIM-009] it might be modelled as the entity type 

• Digital Twin instance is a specific instance of the digital twin class. 

o E.g.: In NGSI-LD [ETSI-GS-CIM-009] it might be modelled as the entity id 

 

Figure 16 Digital Twin orchestration function interface overview. 

This function exposes three interfaces: 

• Register (Digital Twin analytics orchestration - user) interface that is used by the Digital 

Twin developer to associate a digital twin operator to a class of digital twins or a specific 

digital twin instance. The user can specify different usage context such as a single 

operator instance per digital twin class or one operator instance per digital twin instance. 

• DT-ao-proc (Digital Twin analytics orchestration - processing) interface for interacting 

with the processing nodes such as DCI and PET. 

• DT-ao-storage (Digital Twin analytics orchestration - storage) interface for interacting 

with the Digital Twin storage 

The Digital Twin analytics orchestration function uses the information given through the DT-ao-

user interface to instantiate the adequate number of digital twin operators according to the 

available instances of Digital Twin. The available instances of Digital Twins are retrieved 

through the DT-ao-storage interface. The actual instantiation of the operators in a processing 

node is done through the DT-ao-proc interface. For example, Digital Twin analytics 

orchestration uses this interface to request a new logical service node (LSN) to DCI [IOWN-GF-

DCI], to discover privacy-enhanced computing nodes, and to command the instantiation of a 

service into a processing node (e.g., LSN or a PET). After the request, the DCI cluster returns a 

bare-metal DCI LSN which will be configured to host the Digital Twin analytics service by the 

Digital Twin orchestration function. 

A possible workflow can be similar to the following: 

1. A digital twin developer implements a Digital Twin operator and registers it through the 

Register function 
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2. A digital twin developer associates the Digital Twin operator to a Digital Twin class 

specifying usage context (e.g., geolocation of digital twin instances, specific digital twin 

instance of such class, digital twin instances with a specific attribute set) 

3. The Digital Twin analytics orchestration discovers all the instances available of the 

specified classes through the DT-ao-storage. 

4. The Digital Twin analytics orchestration generates a plan on all needed instances of the 

digital twin operators depending on the discovered available instances (point 3.) and 

specified usage context (point 2.) 

5. The Digital Twin analytics orchestration uses the DT-oa-proc interface to discover 

suitable processing nodes and to require the instantiation of new processing nodes if 

needed 

6. The Digital Twin analytics orchestration makes an execution plan by associating an 

operator instance to a processing node. The execution plan strategy might include 

different factors such as privacy/security, performance, and energy. 

7. The Digital Twin analytics orchestration commands the instantiation of operators 

according to the execution plan via the DT-oa-proc interface. 

Cross-domain analytics 

Cross-domain analytics functional block targets the digital twin interoperability requirement 

DTF-Req-5 [IOWN-GF-DTF-AR] with means of automatic collaborative data analytics across 

federated domains of stakeholders. The functional block enables an automated data analytics 

marketplace based on semantic data of multiple digital twins. In this context, the semantic data 

consists of raw data and semantic annotations, which can be represented as a graph, 3D models, 

or any other applicable format. For the sake of explaining the enabler, one can consider vendors 

are the stakeholders that use the IOWN digital twin framework with the enabler on cross-twin 

semantic analytics, where different stakeholders in cross-domains have different digital twins. 

The stakeholders collaborate through the IOWN DSDT for improved application services. 

Terminology: 

• Domain: partition of the DSDT system owned by a stakeholder of the data space. 
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Figure 17 Cross-domain analytics interface overview 

For this functional block users can be served automatically where they can enter manual or 

automated queries for their needed analytics tasks. A stakeholder can be a provider of data, a 

consumer of data, or both of them. The involved interfaces are: 

• XD-a-user (Cross-domain analytics user) interface is used by a stakeholder (or its 

application) to request the needed data. The data might currently available as it is or it 

needs to go through a processing function (e.g., data preparation, data aggregation or, 

even, ML based). To avoid ambiguities, the data requested follows a semantic approach 

(e.g., through an ontology). The requested data is accompanied by a description of it such 

as expected quality, expected Digital Twin instances, expected delays, maximum costs 

(e.g., in terms of energy or dataset value). 

• XD-a-storage (Cross-domain analytics storage) interface is used to discover the Digital 

Twin data into the federation of multiple domains. The data is supposed to be 

semantically annotated through the translation functional block. 

Previous to any call to cross-domain analytics, one or more providers register through the 

Registry function the availability of a Digital Twin component that is either data or a feature for 

the Digital Twin (e.g., an analytics process that infer a value of the Digital Twin). The provider 

together with the availability of the data or features register also terms of usage of such 

component such as cost, energy expenditure, quality of the data, privacy, license. At this point, 

once a consumer request for such data or features through the XD-a-user interface, the cross-

domain analytics function browse among all the matching Digital Twin components, select the 

matching ones and form the best fitting pipeline of template for the consumer. In case of more 

than one component is matching for the same purpose, the Cross-Domain analytics function will 

either choose on the given parameters (such as based on costs or quality) or the Cross-Domain 

analytics function might combine them. The policy for multiple matching components can vary 

between implementations. The best fitting pipeline can be generated through the application of 

an optimization problem maximizing or minimizing an object function (minimize energy, 

minimize costs, maximize quality, etc.). The pipeline will involve the usage of data and feature 

from different stakeholders in the federation. Once the best pipeline (that can be composed also 

by a single feature) is decided, the cross-domain analytics submit it to the Digital Twin analytics 

orchestration by using the Registry function. The Digital Twin analytics orchestration will then 

generate an execution plan and execute it. 
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A possible workflow can be similar to the following: 

• A provider registers a Digital Twin component that might include: 

o Output (Predictions or analytics results) 

o Historical inputs required for training (located in the IDH Data Hub) 

o Live inputs required for executing 

o Model quality 

o Terms of usage/access 

o Other characteristics 

• When a consumer requests a Digital Twin component the cross-domain analytics 

determines the currently accessible portion of Digital Twin, and which providers offer it. 

The best fitting Digital Twin component or chain of Digital Twin components is chosen 

and send to the analytics orchestration through the Registry function. 

• The analytics orchestration executes the necessary components and retrieve the data to 

the consumer. 

Probabilistic Digital Twin 

The scope of Probabilistic Digital Twin is to manage real-world Digital Twin data and Network 

Digital Twin data in a probabilistic way because safety and trustability are critical for many 

Digital Twin applications. Probabilistic Digital Twin offers a way in which risk management can 

be better handled through probabilistic representation of the real world, and probabilistic 

prediction and probabilistic control based on the probabilistic representation. 

The Probabilistic Digital Twin function, as one of the Digital Twin analytics enablers, should 

have an interface to access the digital twin data stored in the Digital Twin storage. The 

Probabilistic Digital Twin function expects that the storage allows for managing probabilistic 

nature of the Digital Twin data. The following figure shows one example of such probabilistic 

data that represent the spatio-temporal structure of a space. An object, which is one data 

component in the space, may be a physical thing, such as a human, robot, and car, in the space 

(orange dots) or a status of a lattice point in the 4D space (green dots). The identity or location of 

the objects, which are inferred by any AI/ML algorithms from raw observation data, should 

include uncertainty no matter how the AI/ML algorithms evolve, and thus such information 

should be handled as a probabilistic distribution, rather than "best estimates". 
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Figure 18 Example of Probabilistic Digital Twin Data Structure 

The following are three patterns of functional block operations as shown in the following figure. 

The operations are similar to the operations of Translation, Synchronization, and Linking 

functions, and thus it might be possible to think that the Probabilistic Digital Twin function is 

one particular combinational realization of those functions. 

 

Figure 19  Functional block patterns of the Probabilistic Digital Twin function 

1. Device to Digital Twin 

Environmental observation data is analysed and its results are stored in Digital Twin 

storage as statistical information. For example, the function receives video data from a 

camera, or point cloud data from a LiDAR device, and recognizes objects from using the 

data and estimates their class labels and locations. In this case, the class label should not 

be a best-estimated class label, but rather a probability distribution of class labels. Also, 

the location should not point to a specific location in a space, but a probability 

distribution in a 3D space. 

2. Digital Twin to Digital Twin 

One or more Probabilistic Digital Twin data might be converted to one or more 

Probabilistic Digital Twin data through spatio-temporal inferences. One such spatial 

inference may be multimodal recognition, in which one Digital Twin created from 
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camera data and other Digital Twin created from LiDAR data are inferred jointly together 

and new Digital Twin data are produced as a result of multimodal recognition. Another 

example may be temporal inference, in which series of Digital Twin data are analysed 

and then prediction of person movement, future location of cars, and collisions are 

generated as specific Digital Twins. 

3. Digital Twin to Application 

Finally, the Probabilistic Digital Twin data are provided to any Digital Twin applications 

as a Descriptive, Predictive, Prospective, Diagnostics or Prescriptive Digital Twin. The 

function may send the Digital Twin data as a form of probability distribution. The 

function may perform some statistical operations as applications require and send a joint 

probability or marginal probability of a specific event. If the application is not capable of 

statistical operations, the function may perform maximum likelihood estimation and send 

it to the application as the best estimate result. 

4.2.3 Digital Twin manipulation 

The Digital Twin manipulation function block describes an interactive function between the user 

and the digital twin entity, consists of: 

• The Simulation involves creating a virtual replica of the physical system or object. It 

includes modelling the behaviour, characteristics, and interactions of the system using 

mathematical algorithms and equations. The simulation component allows for testing and 

analysing different scenarios and predicting the system's behaviour under various 

conditions. 

• The Visualization focuses on presenting the simulated data and information in a visual 

format. It includes creating graphical representations, such as 2D or 3D models, charts, 

graphs, or animations, to help users understand and interpret current status of the system, 

the simulation results, etc. Visualization enhances the user's ability to observe and 

analyse complex data, patterns, and trends, making it easier to make informed decisions 

and take appropriate actions based on the simulation outcomes. 

Simulation 

• Receiving parameter input, data processing, and performing simulation computing. Data 

converting functionality is offered by “Digital Twin data handling-Translation”. Please 

refer to 4.2.1. Computing functionality is offered by “Digital Twin analytics 

orchestrator”. Please refer to 4.2.2 

• Requirements 

o Receiving data and user inputs 

o Conversion of data formats, and unit/scale depends on the simulation tools or 

algorithm that user is using. 

o Secure space and computing environment 

o Performing algorithm or third-party tools for data analysis 
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Figure 20 Simulation function overview 

Visualization 

• Receive data and convert the data format according to visualization application 

requirement. Data converting functionality is offered by “Digital Twin data handling-

Translation”. Please refer to 4.2.1. Data accessing functionality is offered by “IDH”. 

• Requirements 

o Receiving data and simulation result 

o Conversion of data formats, and unit/scale depends on the visualization tools that 

user is using. 

 

Figure 21 Visualization function overview. 

The Digital Twin manipulation function exposes three interfaces: 

• DT-m-user (Digital Twin manipulation - user) interface which provides the Digital Twin 

developer to interact with digital twin. Developer can upload the third-party tool or 

algorithm to develop applications for their field. Also, developer can input parameters to 

adjust the different simulation scenario and control the digital twin entities. The main 

functionality of this interface is offered by “Digital Twin data handling-Registry”. Please 

refer to 4.2.1 

• DT-m-proc (Digital Twin manipulation - processing) interface to control the processing 

nodes such as DCI and PET. The main functionality of this interface is offered by the 

“Digital Twin analytics orchestrator”. Please refer to 4.2.2 

• DT-m-storage (Digital Twin manipulation - storage) interface to access the real time and 

historical data of digital twin entities, in addition the static data like 3D models. This 

interface can be offered by IDH such as the “Digital Twin storage” in the overview figure 

in section 4.1 
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Figure 22 Digital Twin manipulation function interface overview. 

A possible workflow can be similar to the following: 

1. A digital twin developer uploads the simulation and visualization components in the 

Registry function. 

2. A digital twin user interacts with the DT-m-user interface (that can be offered by the 

Visualization component or as a separate API) to input parameters and adjust simulation 

scenarios. 

3. According to the programming, the simulation component obtains the required data 

through DT-m-storage interface for data processing and simulation computing. 

4. Simulation components are executed by the Digital Twin analytics orchestrator function 

to perform data processing and simulation computing. Simulation results are stored 

through the DT-m-storage. 

5. Visualization component obtains simulation result and the required data through DT-m-

storage interface. The visualization component presents the data to the Digital Twin user. 
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5. Interaction with IOWN infrastructure 

The DSDT functional architecture enables the data consumption over distributed data servers and 

across multiple stakeholders. To simplify the discussion of the security requirements and the 

usage of distributed data storage, this section defines fundamental patterns that can be combined 

to cover every case of Digital Twin applications. 

The patterns are presented in the picture below and consist of: 

• Single Stakeholder data consumption 

o Single server: a single stakeholder provides and consumes data all in a centralized 

server instance. 

o Multiple server: a single stakeholder provides and consumes data. The data 

consuming service and the data storage are in two different computing nodes. 

o Distributed storage: a single stakeholder provides and consumes data. The data is 

distributed among 2 or more data nodes. The data consuming server is placed in 

yet another processing node. 

• Multiple Stakeholders (data space) data consumption 

o Simple: This is the basic interaction between one stakeholder that provides data 

and one stakeholder that consumes data. The data consuming service and the data 

storage are running into different processing nodes. In some cases, the physical 

processing node might be the same but logically (due to isolation techniques) the 

two processing nodes are separated. 

o Multiple data sources: This is the interaction between multiple stakeholders in the 

data space where multiple data producers supply data to a data consuming process 
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Figure 23 Fundamental interaction patterns for Digital Twin applications. 

5.1 Interaction with IDH 

For each of the four data patterns described below requires data storage and management 

functionalities that can be provided by using IOWN Data Hub, or IDH in short. 

1. For a single stakeholder using a centralized server, essential functionalities include data 

preprocessing (such as format conversion and cleaning), data aggregation, effective data 

storage management, and basic security measures to control access. 

2. In a single stakeholder scenario with multiple servers or distributed storage, distributed 

data management comes into play. In this approach, key functionalities required are data 

integrity across servers along with scalability and low latency data access. 

3. For multiple stakeholders using a single data source that is managed by a stakeholder, 

this setup requires functionalities like cross-organizational access control, data lineage 

and provenance tracking to monitor data usage. 

4. When multiple stakeholders share each other’s data sources, federated data management 

allows stakeholders to retain control over their data, enhancing privacy and security. 

Necessary functionalities include data federation and integration, robust security 
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measures including protection of data in motion and data in usage, data lineage tracking, 

and adherence to interoperability standards. 

In each pattern, IDH provides basic data storage and management functionalities, such as: 

• Secure Data Storage 

IDH provides a secure data storage environment. For instance, data is encrypted with a 

private key controlled by the IDH system owner. This function is used across all four 

patterns as a common function. 

• Logical Integration of Distributed Data Storage 

IDH logically integrates data stored in the datastores implemented as some IDH Service 

Class. This means that, up to the extent permitted by security, it is possible to visualize 

where and what data is stored and provide seamless data accesses regardless of which 

IDH stores the data. This function is used for patterns 2, 3, and 4. 

• Data Movement and Placement 

IDH streamlines data movement and placement in a distributed environment. This 

function can be used both within a single IDH system and in a complex system where 

multiple IDH systems work together. This function is used for patterns 2, 3, and 4. 

• Data Access Controls 

IDH controls data access control within an organization. Data access is permitted based 

on the privileges given to the data accessor, data accessor attributes, and attributes of the 

requested data. This function is used across all four patterns as a common function. 

• Federated Data Access Controls 

On top of IDH data access controls described above, IDH also governs federated data 

accesses. That means that IDH coordinates with external organizations' identity 

management and extends data access controls for cross-organizational data access. This 

function is used for patterns 3 and 4. 

• Secure Data Provision for IOWN PET environment 

In multi-stakeholder scenarios, there are cases where the data itself cannot be shared. 

However, it is conceivable to share data processing results among multiple parties, 

ensuring that all sensitive information is removed. Such scenarios would be very useful 

for effectively realizing the value of data. To support such scenarios, IDH provides a 

function to securely provision data to the IOWN PET system, or IDH functions as a 

component of the IOWN PET system. This function is used for patterns 3 and 4. 

• In-place Processing and Analytics 

IDH not only stores data, but also provides the ability to process and analyse the stored 

data on the fly. Such features can help improve system performance and reduce costs by 

reducing the need to move data. This function is used across all four patterns as a 

common function. 

• Data Access, Movement, and Usage Logging 

IDH logs all data access, movement, processing, and analytics activities. Such logs can 

not only help find out the cause of a data security issue but also help manage data lineage 

and provenance. This function is used across all four patterns as a common function. 
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5.2 Interaction with IOWNSec 

IOWN security is essentially a combination of data protection in motion, data protection in use, 

and data protection in storage. And where and at what cost, each protection is applied depends on 

the requirements of the DSDT application. Therefore, detailed design will be implementation-

dependent, but to clarify the basic design concept, the risks are shown for each of the various 

data patterns of the digital twin, and the concept of minimum IOWNSec security measures that 

can be taken against unknown attacks is presented. 

In each single stakeholder pattern, isolation of data in each state (data in motion, data in use, and 

data at rest) should be considered to protect data from external attacks and internal attacks, 

including DC operators and other tenants using the same DC. The isolation mechanism to be 

employed should be determined by balancing security strength and cost, depending on the risk of 

each state of data. For the protection of data in motion, especially when considering 

countermeasures against unknown threats in the age of quantum computers, it is effective to 

adopt post-quantum cryptographic communication technologies and to provide cryptographic 

communication based on the Functional Architecture for Protection of Data in Motion: Multi-

Factor Security Key Exchange and Management [IOWN-GF-MFS]. Regarding the protection of 

data in use and data at rest, it is desirable to consider adopting various isolation technologies 

mentioned in the Functional Architecture for Protection of Data in Use: IOWN Privacy 

Enhancing Technologies [IOWN-GF-PET] because even if it is a case of a single stakeholder, 

data needs to be protected from DC operators and external attacks in some use cases, depending 

on the analysed risks. 

In each of the multi-stakeholder patterns, data protection needs to be guaranteed based on a data 

policy agreed upon among the stakeholders in addition to the single stakeholder pattern, since the 

data is provided to other stakeholders. A secure data space based on the PETs Functional 

Architecture should be established for data providers and application providers to maintain their 

respective data sovereignty. 

5.3 Interaction with DCI systems 

While the IOWN Data Hub handles the distributed data storage across multiple processing 

nodes, the analytics services of the Digital Twin are managed by the Digital Twin analytics 

orchestrator and require processing nodes to be executed. The Digital Twin analytics 

orchestrator uses the DT-ao-proc interface to request the instantiation of processing nodes or the 

reservation of existing ones. 

When an analytics service is due to be executed, the Digital Twin analytics orchestrator function 

looks for a processing node to host it. The function will request either a processing node already 

available or to instantiate a new node depending on the requirements of the Digital Twin 

applications, the characteristics of the service, and the agreements of stakeholders in the data 

space. 

The Digital Twin analytics orchestrator function would make a request through the DCIaaS 

interface of the DCI Service Exposure Function for a bare-metal logical service node (DCI LSN) 
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that will host one or more services. The Digital Twin orchestrator function might run some 

optimization algorithm to identify the best solution to host multiple (might be thousands) 

analytics services in the same DCI LSN. The choice of the DCI cluster depends on the 

geographic location, the owner of the DCI cluster (in order to comply with data usage control 

constraints), or a combination of those. Further, the Digital Twin analytics orchestrator function 

will request the DCI LSN assessing the QoS requirements of the Digital Twin applications. In 

future development of the DCIaaS (DCI as a Service) interface, the DSDT function would 

request a DCI LSN specifying the QoS and the DCIaaS will identify the required processing 

node specifications. 

To cope with the data sovereignty of the data space, DSDT might enforce the execution of 

certain analytics services into processing nodes that support Privacy-Enhancing-Technologies 

(PETs). Therefore, when requesting a processing node from the DCIaas interface, the Digital 

Twin analytics orchestrator would request DCI LSNs that include PETs, e.g., processors that 

support TEEs. 

5.4 Interaction with APN. 

The interaction with the networking part will be abstracted and handled by DCI system. 
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6. Interaction with external systems and 
users 

The DSDT functional architecture targets to facilitate the Digital Twin integration and 

management across systems administrated by multiple stakeholders while, at the same, 

transparently exploit the power of the IOWN infrastructure. DSDT system instance, is an 

instance of a DSDT FA (encompassing all or a subset of the DSDT FA functions) that is 

administrated by a single administrator entity. A stakeholder might be a service provider (thus, 

she/he will register the service through the Register interface), it might be a data provider (in this 

case, the non-device data will be used), it might be another Digital Twin system (thus, the Digital 

Twin storage will be used), or an administrator of a DSDT system instance that wish to federated 

with another DSDT system instance (in this case, the Federation interface will be used). 

A DSDT system instance is interacting in multiple ways with external systems. This section 

summarizes the different interfaces used to interact with other systems (or users). Example of 

interactions might be with IoT systems (device data interface), with databases (non-device data), 

with analytics services (to be registered through the Register interface and, possibly used by the 

cross-domain analytics), with other Digital Twin systems (using either the Federation interface 

or the Digital Twin storage, or a combination of both) etc.. The figure below summarizes the 

available interfaces that are grouped in two: i) blue interfaces refers to DSDT function interfaces 

that are all described in section 4.1, ii) green interfaces are offered by IOWN Data Hub. 

 

Figure 24 Exposed interfaces of the overall DSDT layer. This figures summarizes all the exposed interfaces of all the 

DSDT functions 

A DSDT system interacts with three different data storage systems that are: 
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• Device data storage handles stream data generated from electronic devices that being a 

physical sensor or a software component into a processing node (e.g., a computer). 

• Non-device data handles static or semi-static data that is generated or update at lower 

frequency such as system specifications, 3D models, metadata, etc. 

• Digital Twin storage handles data that is associated and contextualized to a real asset. 

The data is either coming from the external sources (such as the two interfaces above) or 

is augmented through analytics processes. 

Further, a DSDT system interacts with users, applications or real assets using the following 

interfaces: 

• Registry function interface exposes means to register Digital Twin components such as 

Digital Twin operators (see Digital Twin analytics orchestration function), actuation 

capabilities (see Actuation function), data sources, datasets, and visualization capabilities 

• Cross-domain analytics function exposes XD-a-user (Cross-domain analytics user) 

interface that is used by a stakeholder (or its application) to request the needed data. The 

data might currently available as it is or it needs to go through an operator (e.g., data 

preparation, data aggregation or, even, ML based). To avoid ambiguities, the data 

requested follows a semantic approach (e.g., through an ontology). The requested data is 

accompanied by a description of it such as expected quality, expected Digital Twin 

instances, expected delays, maximum costs (e.g., in terms of energy or dataset value). 

• Digital Twin manipulation exposes DT-m-user interface which provides the Digital Twin 

developer to interact with digital twin. Developer can input parameters to adjust the 

different simulation scenario and control the digital twin entities 

• Actuation function uses the actuation capabilities registered through the Registry function 

to interact with actuators that enable the alteration of the real asset status reflecting the 

actuation command stated in the Digital Twin storage. 

• Federation function allows another Digital Twin system instance to interact with this 

instance. This process encompasses the distribution, execution, aggregation, and 

optimization of shared models to deliver precise and holistic virtual representations. 

Federation across digital twins includes Federated Learning (FL), Federated Data Mining 

(FDM), Federated Database (FDB), and Federated Simulation (FSM). 
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7. Conclusion 

This document presented the Data Space for Digital Twin applications Functional Architecture 

(DSDT FA) that enables and facilitates the implementation of Digital Twin applications in a 

multi-stakeholder data space environment. The DSDT FA defines interfaces that DSDT 

implementations can expose to the external world to interact with real asset and with applications 

while hiding the complexity of coping with digital twin linking, orchestration and federation. 

Further, DSDT FA transparently exploits the IOWN infrastructure capabilities through DCI, IDH 

and IOWNSec technologies. 

The DSDT FA in this document specifies a logical architecture of functions that can be 

combined in different configurations. This composability fosters the creation of tailor-made 

implementations to best serve every use case. 
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Appendix. Example instances 

Smart Sustainable Mobility 

Today, many cities are implementing digital twins to support urban planning, environmental 

management, traffic control, energy management, and other key areas. By leveraging IoT sensors 

to collect and monitor urban data, digital twins enable cities to make informed decisions and 

optimize operations through simulation. 

As digital twin applications continue to evolve, they are moving beyond single-domain 

communication toward integration across multiple domains. 

Currently, environment and mobility are major focus areas for many smart cities, and 

sustainable, eco-friendly mobility is becoming increasingly feasible. This example demonstrates 

how the digital twins of smart environment, smart driving, and smart transportation can be 

orchestrated to create applications that promote environmentally friendly mobility. 

 

Figure 25 Use case using the Digital Twin data handling function group 

Smart sustainable mobility scenario [Nguyen-2024] envisions a city where advanced technology 

optimizes transportation for environmental and social benefits. Through data-driven solutions 

like real-time traffic management, eco-driving assistance, and congestion pricing, this approach 

reduces emissions, alleviates congestion, and enhances public transit efficiency. 

Digital twins orchestrate applications 

• Environmental Hotspot Prediction 

City officers are empowered to conduct detailed environmental monitoring and enforce 
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emission restrictions by leveraging environmental hotspot prediction. This approach 

accurately forecasts air quality in high-traffic areas by utilizing data from environmental 

sensors mounted on vehicles, in addition to data from fixed observation stations. 

In this setup, environmental hotspot prediction integrates both fixed observation stations 

from the Smart Environmental Digital Twin and mobile environmental sensors from 

the Smart Driving Digital Twin. By treating these vehicle-mounted sensors as mobile 

observation stations, the system enhances the observation network, enabling more precise 

air pollution predictions across the city. 

o The Orchestrator’s Federation API implements the Federation Function of the 

DSDT FA and it is used to set up access to objects within the Smart 

Environment Digital Twin and Smart Driving Digital Twin from the 

application. However, to maintain data privacy, the environmental sensor data 

collected within the Smart Driving Digital Twin remains restricted from external 

access. Instead, the air pollution prediction object in the Smart Environment 

Digital Twin is shared with the Smart Driving Digital Twin and configured for 

federated learning. 

o Using the Orchestrator's Translation API implements the Translation Function 

of the DSDT FA. An application developer can use it to set up a conversion from 

the location and sensor values of the car objects in the Smart Driving Digital Twin 

to the corresponding location and observed values in the observation station 

objects of the Smart Environment Digital Twin. This allows the environmental 

data collected by the Smart Driving Digital Twin’s car sensors to be seamlessly 

translated and integrated as observation data in the Smart Environment Digital 

Twin’s air pollution prediction object. 

o Using the Orchestrator's Brokering API implements the Brokering Function of 

the DSDT FA. An application developer can use it to receive an emission 

restriction plan generated by the emission simulation object within the Smart 

Environment Digital Twin. This emission restriction plan incorporates air 

pollution predictions based on environmental data collected by mobile sensors in 

the Smart Driving Digital Twin, effectively treating them as additional 

observation stations. 



 

Data Space for Digital Twin Applications – Functional Architecture 

© 2024 Innovative Optical Wireless Network Global Forum, Inc. All rights reserved. • www.iowngf.org 38 

 

Figure 26 Workflow for the Digital Twin application of environmental hotspot prediction and eco-driving assistance 

• Eco-driving assistance 

City officers can improve the city’s overall environmental quality through eco-driving 

assistance, which provides drivers with recommendations for environmentally friendly 

driving manoeuvres in areas with poor air quality. This eco-driving assistance relies on 

the emission restriction plan generated by the emission simulation within the Smart 

Environment Digital Twin, which distributes emission restriction information to vehicles 

operating in polluted areas. 

In response, the Smart Driving Digital Twin conducts a driving simulation incorporating 

the emission restriction data into each vehicle’s environmental profile. Based on this 

simulation, the navigation system guides drivers with specific manoeuvres designed to 

control emissions. 

Additionally, when hotspot prediction is combined with eco-driving assistance, the Smart 

Environment Digital Twin benefits from enhanced air pollution predictions, as it receives 

supplemental environmental data from car-based sensors. This integration enables more 

detailed emission simulations and enhances the effectiveness of eco-driving assistance 

based on emission restriction plans, helping further reduce urban pollution levels. 

o The Orchestrator’s Federation API configures the application to access objects 

within both the Smart Environment Digital Twin and the Smart Driving Digital 

Twin. It also sets up the air pollution prediction object in the Smart Environment 
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Digital Twin to be shared with the Smart Driving Digital Twin, facilitating 

federated learning across these systems. 

o Through the Orchestrator's Brokering API, the application can receive the 

emission restriction plan generated by the emission simulation object in the Smart 

Environment Digital Twin. The application then uses this plan to determine 

specific emission restrictions for vehicles within targeted areas. Using the 

Orchestrator's Brokering API, these restrictions are sent directly to the Smart 

Driving Digital Twin instances corresponding to the affected vehicles. 

o The Orchestrator's Translation API enables the application to interpret the 

environmental sensor data attached to each vehicle in the Smart Driving Digital 

Twin as observed data within the Smart Environment Digital Twin’s observation 

station objects. This translated data is then input into the air pollution prediction 

object, enhancing the accuracy of environmental forecasts and supporting 

proactive pollution management. 

• Traffic congestion reduction route guidance 

City officers can mitigate severe traffic congestion by recommending alternative routes 

and implementing congestion pricing strategies to evenly distribute traffic and prevent 

vehicle concentration on specific roads. For congestion reduction guidance, the 

application synchronizes each vehicle's position in the Smart Transportation Digital Twin 

with the corresponding car in the Smart Driving Digital Twin. This enables 

recommended routes to be sent to vehicles approaching areas where congestion reduction 

is needed. Additionally, based on the traffic flow plan generated by the traffic simulation 

in the Smart Transportation Digital Twin, the recommended route and congestion pricing 

information are sent to cars in the Smart Driving Digital Twin traveling on roads targeted 

for congestion management. Upon receiving this information, the Smart Driving Digital 

Twin performs a driving simulation to identify an optimal route for its vehicle and sends 

this route guidance to the vehicle's navigation system. 

o Use the Orchestrator's Synchronization API to set up synchronization between the 

vehicle object recognized by the road object in the Smart Transportation Digital 

Twin and the car object in the Smart Driving Digital Twin. Since vehicles on the 

road change from time to time, the vehicle license plate number recognized by the 

road object and the license plate number of the car object should be identical for 

synchronization. 

o The Orchestrator's Brokering API is used to enable the application to receive the 

traffic flow plan generated by the traffic simulation object of the Smart 

Transportation Digital Twin. The application determines from the traffic flow 

plan the recommended route for the vehicle on the target road and configures the 

Brokering API to send them to the Smart Driving Digital Twin. In doing so, it 

identifies as the destination the Smart Driving Digital Twin of the car that has 

been synchronized with the target vehicle by the Synchronization API. 
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